
Boosting 
under high 

noise.



Adaboost is sensitive to label noise

• Letter / Irvine Database

• Focus on a binary problem: {F,I,J} vs. other letters.

Label
Noise Adaboost Logitboost

0% 0.8%  ±0.2% 0.8%  ±0.1%

20% 33.3%  ±0.7% 31.6%  ±0.6%

• Boosting puts too much weight on outliers.

• Need to give up on outliers.



Label
Noise Adaboost Logitboost Robustboost

0% 0.8%  ±0.2% 0.8%  ±0.1% 2.9% ±0.2%

20% 33.3%  ±0.7% 31.6%  ±0.6% 22.2 ±0.8%

20% 22.1%  ±1.2% 19.4%  ±1.3% 3.7% ±0.4%

Robustboost - A new boosting algorithm

error with respect to original (noiseless) labels



Approximating mistake loss with 
convex functions

Loss

Correct

Margin
Mistakes

Brownboost

Logitboost 
(logistic regression)

Adaboost =

0-1 loss

Hinge-Loss



Label noise and convex loss functions

• Algorithms for learning a classifier based on 
minimizing a convex loss function: perceptron,  
Adaboost, Logitboost, Logistic regression, soft 
margins SVM.

• Work well when data is linearly separable.

• Can get into trouble when not linearly separable.

• Problem: Convex loss functions are a poor 
approximation for classification error.

• But: No known efficient algorithms for 
minimizing a non-convex loss function.



Random label noise  
defeats any convex loss function

[Servedio, Long 2010]



Considering one symmetric half
[Servedio, Long 2010]



Adding random label noise

“Puller”

“Penalizers”

“Large Margin”
Theorem: for any convex loss function there 
exists a linearly separable distribution
such that when independent label noise is 
added, the linear classifier that minimizes
the loss function has very high classification 
error.

[Servedio, Long 2010]



Boost by majority, Brownboost, 

• Target error set at start.

• Defines how many boosting iterations are 
needed

• The loss function depends on the time-to-finish.

• Close to end - give up on examples with large 
negative margins.

























ψ Ada s( ) = wAda s( ) = e− s

ψ Logit s( ) = ln 1+ e− s( )
wLogit s( ) = 1

1+ es



Experimental Results 
on Long/Servedio  
synthetic example



Adaboost on Long/Servedio



LogitBoost on Long/Servedio



Robustboost on Long/Servedio



Experimental Results 
on real-world data



Label
Noise Adaboost Logitboost Robustboost

0% 0.8%  ±0.2% 0.8%  ±0.1% 2.9% ±0.2%

20% 33.3%  ±0.7% 31.6%  ±0.6% 22.2 ±0.8%

20% 22.1%  ±1.2% 19.4%  ±1.3% 3.7% ±0.4%

Robustboost - A new boosting algorithm

error with respect to original (noiseless) labels



Logitboost 
0% Noise











Logitboost 
20% Noise













Robustboost 
20% Noise
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